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Abstract— This paper studies the blocking performance of
optical burst switching (OBS) networks using a sequential office
control (SOC) state-independent deflection routing policy. We
show that unprotected deflection routing may destabilize OBS,
resulting in higher blocking probabilities than if bursts were
not deflected but simply blocked. This study was motivated by
the well-known destabilizing effect that alternative routing has
on circuit switching in classical telephony networks. We propose
two forms of protection to guard against destabilization: 1) wave-
length reservation, which is analogous to trunk reservation in
circuit switching; and, 2) preemptive priority, which is a new form
of protection where bursts that have not been deflected are gan
preemptive priority over bursts that have been deflected. Our
main contribution is a one-moment reduced-load approximation
to evaluate the blocking performance of OBS networks using
deflection routing protected by either wavelength reservation
or preemptive priority. Our reduced-load approximation relies

destabilizing effect may result in higher blocking probiieis
than if bursts were not deflected but simply blocked.

Most of the seminal literature [27], [28], [29], [35], [39]
describes the workings of OBS in detail as well as recent work
[2], [4], [9], [14], we therefore only give a brief descripti.
OBS has many traits in common with tell-and-go switching
[33], [36], [42] in ATM networks as well as modern-day
optical packet switching [5].

The basic switching entity in OBS is a burst. A burst is train
of packets that is transmitted from a source to a destination
via an all-optical route that may traverse several inteiated
nodes. Associated with each burst is a header. The key feature
distinguishing OBS from optical packet switching is that a
burst is separated from its header by an offset time. An bffse

on the usual assumptions of link independence and Poissontime eliminates the need to optically buffer a burst during t

distributed link arrivals. We quantify the error admitted in
making these two assumptions via simulation. Using our reduced-
load approximation, we evaluate the blocking performance of
protected and unprotected deflection routing in several randorty
generated networks. The chief conclusion of our study is that
deflection routing in OBS should be given some form of protection
to avoid destabilization resulting from upward load variations,
and in terms of blocking performance, preemptive priority is the
best form of protection for OBS. Our reduced-load approxima-
tion may be used as a fast approach to provision capacity or
evaluate the blocking performance of large OBS networks using
deflection routing.

Index Terms—Optical burst switching, deflection routing,
stability, reduced-load approximation, wavelength reservation,
preemptive priority.

I. INTRODUCTION

EFLECTION routing has featured prominently in th

time required to process its header at each intermediate. nod
The termnode may refer to any of an intermediate node,
a source node or a destination node. Any pair of nodes may
be interconnected via a link, which consists of several §iber
aligned in the same direction, each of which in turn contain
many wavelength channels.
At its source node, a burst that intends traversidinks,
or equivalently,N+1 nodes (source node and destination node
inclusive), must be separated from its header by an offiget ti
of at leastNd, where ¢ is the time required for a node to
process a header. Since a header encounters a @lelagach
intermediate node as well as its destination node, its wiffse
is incrementally reduced by. More precisely, at node =
1,...,N+1, aburst is separated from its header by an offset
time of at leas{ N —n+1)d, where the 41’ appears because
, is an index beginning at 1. Therefore, at its destination, a
urst catches-up to its header and they are no longer segarat

literature covering optical burst switching (OBS) ove
the last four to five years. However, in all of this literatuite hich iinall ted in 128
has been tacitly assumed that deflection routing does ntﬁde&’ which was originally presented in [28].

bilize OBS in the same way as it is well-known to destabilize As soon as a header arrives at no_d& Lo, N41, 1t .
circuit switching in conventional telephony networks. g-hiseeks to reserve an appropriate outgoing wavelength fore t

A timing diagram of a burst and its header is shown in Fig.
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Iwe should really be referring to intermediate nodes as dpticass-
connects.
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Fig. 2. Four-node ring network
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deflection from one first-choice route may trigger a spate of
subsequent deflections from other first choice routes, efich o
which in turn may trigger further deflections.

We are interested in determining if deflection routing may
Fig. 1. Timing diagram for a burst traversing two intermediateles from 5|50 destabilize OBS. This issue has been glossed over in mos
it sources to its destinationd . . . L

of the recent literature treating deflection routing in OBS][
[15], [22], [23], [40]. Although OBS is in many ways differen

Even with the most efficient burst scheduling algorithms, 18 Circuit switching as well as optical packet switchingdaes
burst may be blocked at an intermediate node in the case tAgt Seem unreasonable to suspect that deflection routing may
two or more headers seek to reserve overlapping time irigervdestabilize OBS. As a matter of fact, intuition does suggest
on the same wavelength. With native OBS, in this case, oHit this is indeed the case, since there is no reason iimtjcat
of the contending bursts must be blocked and subsequerflt unstable positive feedback instigated by a deflecton i
retransmitted. somehow mitigated in OBS.

High blocking probabilities are probably one of the biggest To give credence to this intuition, we simulated a form of
technical stumbling blocks that OBS must overcome befof@BS in the four-node ring network shown in Fig. 2. (The
it considered a commercially viable technology. To reduderm of OBS as well as the deflection routing policy we
blocking probabilities, numerous approaches of resolvirf(_?”Sider in this paper will be described in the next sectitin.
wavelength contention have been proposed. These incluj@s assumed bursts arrive according to independent Poisson
burst segmentation [38]; deflection routing; fiber delagdino Processes with the same rate at each source and destination
delay a burst that would otherwise be blocked [28]; Waveﬂengpair for which there is a one-hop first-choice route. A three-
conversion to allow for relaxation of the wavelength contiyy hop deflection route for each of these source and destination
constraint [31]; and, state-of-the-art scheduling alpons Pairs is thus uniquely determined. To preserve symmetry, it
[24]. Some of these approaches are often considered inprad@s further assumed that all other source and destinatios pa
cal as they mandate the use of costly optical technology st@i§ not used.
as fiber delay lines and wavelength converters. Using this simulation, we plot blocking probability and

In this paper, we consider deflection routing. Deflectiof@rried load as a function of offered load in Fig. 3. The
routing in the context of OBS has received a lot of attentiotPrupt downturn in carried load evident in Fig. 3 is highly
recently. In [10], [17], the presence of deflection routimg iundesirable and definitely suggests that instabilities ey
a single node was modeled by a multidimensional Markd¥esent. Furthermore, the downturn occurs over a range of
process. Blocking probabilities were computed by numéyica blocking probabilities 10~ to 10~2) that can be considered
solving the associated local balance equations. In [22]}, [4 quite realistic in the context of OBS. This result prompts
simulations were used to evaluate the performance of defléérther study and will lead us to develop a new tractable
tion routing in OBS networks. Some of these studies claifiethodology to evaluate the performance of OBS networks
that using particular deflection routing policies may reslud!sing deflection routing.
blocking probabilities by more than one order of magnitude. Two different approaches have been used to protect circuit
Efforts have also been devoted to dynamically optimizingwitching and optical packet switching against destadiln.
deflection routes based on network state information [28]- S To protect circuit switching, calls that have been defleetes
eral approaches of resolving wavelength contention, dioly barred from engaging an idle trunk on any trunk group for
deflection routing, have been compared in terms of blockinghich the total number of busy trunks on that trunk group
probabilities via simulation studies [15], [44]. exceeds a predefined threshold. This approach is referred to

It is well-known that deflection routing may destabilizéds trunk reservation [1], [16] and is a form of admission
circuit switching in conventional telephony networks [f]6] control that intentionally limits the amount of deflectidbne
as well as optical packet switched networks [6]. Instabait drawback of trunk reservation is the lack of rigorous créter
associated with deflection routing may manifest simply asta determine the reservation threshold. See [19] for detail
sudden downturn in utilization that is instigated by a miaim  To protect optical packet switching, several approaches ha
load increase or as a complex set of equilibria between whibken suggested, all of which are based on the idea of using
a network fluctuates. They can be intuitively explained ifiber delay lines in a recirculating delay loop setup to delay
terms of unstable positive feedback. In particular, sincg-fi a packet that would otherwise be deflected. These approaches
choice routes and deflection routes may use common linkshave been found especially useful in stabilizing asynatwen




00 ¢ 1o2p In Section I, we discuss the form of OBS considered in
this paper and define a simple deflection routing policy. In
Section Ill, we confirm the downturn in carried load evident i
Fig. 3 is indeed a result of destabilization. We then show tha
either wavelength reservation or preemptive priority eotr
this downturn. In Section IV, we present our reduced-load
approximation. In Section V, our reduced-load approxiorati

is used to evaluate the blocking performance of unprotected
and protected deflection routing in several randomly geadra
networks.
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II. ADEFLECTIONROUTING PoLICY FOR OBS
10

In this paper, we consider a form of OBS called dual-header
OBS. The greatest advantage of dual-header OBS is that the
L 95 100 105 8o o5 100 105 residual offset time at each intermediate node does not vary

Offered [Erlangs] Offered [Erlangs] from header-to-header. This greatly simplifies the comiplex
of scheduling algorithms. Further details regarding chedder
OBS can be found in [3].
The reason we consider dual-header OBS is chiefly because

(un-slotted) optical packet switching and have been coetpaiit is difficult to accurately model native forms of OBS, since
in [6]. Further protection can be added by purging packetgth native OBS, residual offset time may vary from header-
exceeding a certain hop-count. to-header at each intermediate node. Therefore, this Eads
In principle, it seems both these approaches may also the unsolved problem of calculating blocking probabititie
used to protect OBS, though approaches relying on fiber deRyfinite server queue where the time at which a customer
lines would probably be ruled out at the outset by margfrives is separated from the time at which it requests servi
due to technological barriers. In this paper, we propose aby a random time. See [34] for further insight. Some rough
evaluate the performance of a new approach to protect OBgproximations for this problem have been presented in [26]
networks against destabilization. This approach is based @nd later used in the context of OBS in [18].
enforcing preemptive priority between first-choice buiatsl Although we consider dual-header OBS, our results can be
deflected bursts, where a first-choice burst is defined as bureated as an optimistic approximation for native forms of
that has not been deflected and a deflected burst is defi@3S. This type of optimistic approximation has been shown
complementarily. With this approach, a header associattd wto be quite accurate for just-enough-time OBS [28] with void
a first-choice burst is given the right to preempt a reseswatifilling in [3] and [32].
(overlapping time interval) that has been scheduled for aWe further assume full-wavelength conversion is available
deflected burst. Preemption is always a last resort in theeseat all nodes. Apart from this assumption, we adopt a con-
that a header associated with a first-choice burst always segervative stance by assuming burst segmentation, fibey dela
to reserve a time interval without resorting to preemption. lines and all other enhancements discussed in the literatur
Preemptive priority is unsuitable for circuit switching inare unavailable. We are not concerned with burst scheduling
telephony networks since it is unacceptable from a qualiglgorithms as they are not required for dual-header OBS.
of service point of view to preempt a call that is in progress. We continue by describing the deflection routing policy
This would obviously be perceived by users as an unexpectaghsidered in this paper.
call termination. However with OBS, a burst that is preerdpte Deflection routing policies in general can be categorized
suffers the same fate as a burst that is blocked at an interras-either originating office control (OOC) or sequentialagffi
diate node. We discuss this point in greater detail in Sectigontrol (SOC). See [16] for a detailed description of this
M. categorization. SOC is fast reacting and permits immediate
We first considered preemptive priority in [7] in the contexdeflection at any node at which contention is encountered by
of a hot-potato routing policy. In this paper, we develop & neallowing a header to seek to reserve a time interval on an
reduced-load approximation to evaluate the performance aftgoing link that is alternative to the first-choice linkBO is
OBS networks that have been stabilized with either wavélengestricted to SOC policies. Using OOC policies in OBS would
reservation or preemptive priority. Wavelength reseorafis require excessively long offset times to allow for crankiba
analogous to trunk reservation in circuit switching. Usg of a header to its source.
approximation, we empirically show that preemptive ptiori  Let £ be the set of all links. Consider an arbitrary source
consistently yields lower blocking probabilities than wav and destination pair. Suppose its first-choice route tsmsger
length reservation. We also argue that preemptive priasity N links, or equivalently,N + 1 nodes and let its first-choice
guaranteed to stabilize deflection routing, whereas thigi-staroute be denoted as the ordered set (ry,...,7ry), Where
lizing properties of trunk reservation are highly deperidem r,,...,ry € L. For link [ € £, let [~ denote the node that
the choice of reservation threshold. link [ is incident from and let™ denote the node that linkis

Fig. 3. Blocking probability and carried load as a functidnoffered load
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@ @ @ separated from its header by an offset time of at |84st.d,
l \l \ I where N,,.« is the maximum possible number of links a burst
@ @ @ 2 @ can expect to traverse and is given by
l \l6 l \l4 Nmax = max (n_nl@.cN(MnJrn—l),N).
@ @ @ For the augmented route tree shown in Fig. 4, we Héyeg, =

Fig. 4. Augmented route tree where loss nodes have been egpiith an 3.
asterisk We must emphasize that we have described a rather simple
deflection routing policy for OBS. Other more dynamic poli-
cies based on state-dependent routing [11], [16] may tutn ou
to offer superior performance. They have not been studied in
\ _ ) the context of OBS. We have simulated policies where meltipl
As soon as a header arrives at neffe say at time, it Seeks jeiactions are permitted per header, however no noteworthy
to reserve a wavelength in link, for an interval beginning at penefit was observed relative to the case we consider in this

time ¢+ A, into the future and ending at timer- Ay, + L/, paper where only one deflection is permitted per header.
where A,, is the residual offset time at node,;, L is the

size of its associated burst apdis the transmission rate of a
wavelength. Reservations that overlap time intefalA,,, ¢+
A, +L/u] may have already been scheduled to all wavelengthsin this section, we confirm the downturn in carried load
in link r,,. In this case, link-,, is said to be in contention with evident in Fig. 3 is indeed a result of destabilization. Wenth

incident to. To ensure contiguity of foralln =1,...,N—1:
r=r, ;] =s and,rg = d.

IIl. STABILIZING OBS

respect to this time interval. show that either wavelength reservation or preemptiveripyio
For each node;,, n = 1,..., N, define adeflection route correct this downturn.

to be the ordered sel(n) = (d1(n),~--,dMn(n)), where To this end, we propose to analyze the four-node ring

di(n),...,dy,(n) € £ and dy(n) # r,. To ensure the network shown in Fig. 2 based on the following assumptions:

contiguity of d, for all m = 1,...,M, — 1: d,,(n)* = A.1) Bursts arrive at each source and destination pair decor

dm+1(n)~; di(n)” =r,; and,dy, (n)T = d. ing to independent Poisson processes.

With deflection routing, a header arriving at nogg that A.2) A header itself does not offer any load.
finds link r,, in contention may seek to reserve a wavelengi.3) Burst size follows an independent exponential distrib
in link d;(n), which is by definition a link incident from node tion.
r, but is alternative to link-,,. Therefore, a header is blockedA.4) A blocked burst is cleared and never returns.
at noder,, if and only if all wavelengths in link-,, andd, (1) A.5) The distribution of the number of busy wavelengths in

are in contention with respect to time intenfal+ A,,,t + a link is mutually independent of any other link.

A, + L/pu]. However, without deflection routing, a header i®\.6) The total traffic offered to a link is the superpositioh o
blocked at node;, if and only if all wavelengths in link,, several independent Poisson processes and is therefore
are in contention with respect to this time interval. itself a Poisson process.

To avoid excessive hop-counts and to guard against the $¢e |ast two assumptions are probably the most noteworthy.
called ring-around-the-rosie problem [16], we only peramie  They are synonymous with the usual reduced-load approxi-
deﬂection per header. That iS, a deﬂection from a deﬂecti%tion and have been discussed in th|S context and to some
route is forbidden. degree justified in [11], [12], [20], [21], [41]. All of these

The augmented route tree shown in Fig. 4 is used {sumptions will also be used in our reduced-load approxima
clarify our notation. See [8], [16], [25] for discussions ORjon.

augmented route trees. For this augmented route tree, vee hawye will briefly outline some consequences of the last two

L={l,....ls}, r = (r1,r2) = (l1,12), Iy = s, l; =n1, assumptions. The last assumption allows for a one-moment
N =2, My = M, =2 and analysis where the total traffic offered to a link is charezes
(Us,ls), n=1 solely in terms of its mean; more precisely, the mean of the
d(n) = { (l;: 14): n_9 distribution of the number of busy wavelengths on a link if it

were to contain a hypothetical infinite number of wavelersgth

The main drawback of deflection routing in OBS is the sddowever, the variance of this distribution as well as other
called insufficient offset time problem that has been diseds higher moments may be vastly different from the variance and
in [17]. This problem refers to the situation in which aorresponding higher moments of a Poisson process. With a
header is deflected and traverses more nodes than it woolfte-moment analysis, variance and other higher moments are
have on its first-choice route. Additional processing delayot considered and are simply assumed to follow the variance
of § encountered at each extra node may decrease a head®r corresponding higher moments of a Poisson process. For
residual offset time to zero before it has reached its datin.  further details, see discussions in [16] regarding thevedgmt

A few different approaches have been suggested to combetdom method as well as Hayward's method.
this problem. We adopt the most conservative approach ofThe second last assumption is commonly referred to as
adding extra offset time. In particular, at its source, asbig the independence assumption. It allows for decoupling of



a network into into its constituent links by ignoring anyt can then be straightforwardly verified that
dependence between blocking events from link-to-link.sThi b= 362 — 303 4 bt @)
kind of independence assumption has been widely used in '
many types of network analyses. To confirm the simulation results presented in Fig. 3, we

Since a burst always follows the routing of its header arjglot p and (1 — p)a as a function ofz in Fig. 5 as solid lines
since it has been assumed a header itself offers no load, laleled ‘unprotected’. These two plots can be generated as
are henceforth able to abstract by ignoring the presencefelfows: for each of several values af computeb via (1)

headers and working only in terms of bursts. and then compute andp based on this value dfvia (3) and
At a time instant in steady-state, assuming steady-st4fg, respectively. _
eventually prevails, let the random variablg € {0,...,C;} It turns out that neithep nor (1 —p)a are proper functions

denote the number of busy wavelengths in link £, where of @ because the mapping from to p is not one-to-one.
Cy is the total number of wavelengths in that link. Also, leThis definitely confirms that deflection routing may desiabil
X = (X;);ec. Then according to the independence assumpti§BS. For some values af, there are up to three equilibria

(see A.5), we can write that may exist in steady-state. It is not clear if one equdils
dominant or if there are oscillations between all three ldgjui
P(X =x) = [[P(X; =), ria. The plots shown in Fig. 3 generally do not match up well
leL with their counterparts in Fig. 5. This is most likely becaus
forall x € {0,...,C} x ---x {0,...,C}. simulation relies on long-run averaging, which yields ages

For the remaining part of this section, we will concentratyying somewhere in between these three equilibria. That is,
specifically on the four-node ring network that we have alyeawe are trying to simulate behavior that is inherently non-
discussed. Since the four-node ring network is completedjationary. It is however satisfying to note that the dowmtu
symmetric, it is sufficient to work in terms of an arbitraryin carried load occurs at approximately the same value of
link, and thus it is possible to writ& = X; andC = C; for in Fig. 3 and Fig. 5.
alll e L. In the next two subsections, we present a parallel analysis o

Recall that bursts only arrive at each source and destmatiyavelength reservation and preemptive priority. Any riotat
pair for which there is a one-hop first-choice route. A thredhat we reuse continues to bear the same definition as above.
hop deflection route for each of these source and destination
pairs is thus uniquely determined. Also recall that all othéd. Wavelength Reservation
source and destination pairs are not used. Recall that with wavelength reservation, deflected bunss a

Let A be the burst arrival rate at each source and destinatioarred from engaging an idle wavelength on any link for which
pair. Accordingly, the load offered to each source and dasti the total number of busy wavelengths on that link exceeds
tion pair isE(L)\/u Erlangs, wherel is a random variable a predefined threshold. Let that threshold be denoted as
representing burst size andis the wavelength transmissionTherefore, a deflected burst cannot be scheduled to a link for
rate. Leta = E(L)\/p and leta denote thetotal load which K or more of its wavelengths are busy.
offered to a link, which is assumed to be the sum of severalLet a denote the deflected load offered to a link. The total
independent Poisson processes (see A.6). The probabiity toad offered to a link is the sum of loads it is offered by
a burst is blocked at a link is then given by the Erlang Beflected bursts and first-choice bursts. Since a first-ehoic
formula, route is associated with one unique link, it is not hard to see

that
b = P(X=0) a

CLC = a
- B0 =G (Zi!

(1)  Treating a link as a simple one-dimensional birth-andueat

>—1 4=a-—a. (5)

i=0 process, we have a recursion of the form
We are interested in calculating the blocking probability o= P(X =9)
perceived by a burst, which will be denoted @asSumming i 1 K
the total load carried by a link gives = { “ WO/AZ"-,K K_ IR AN (6)
(a—a)~"a*me/t!, i=K+1,...,C,

(1=ba=(1-b)+1-0b+(1-0°+(1-b)’)a. (2) Wherecthe normalization constant is determined as usual
Note that with circuit switching, we would writél — b)a = Vi 2o 7 = 1. The probability that a first-choice burst is

((1 —b)+3(1— b)3b)a instead of (2), since the load carriedlocked at a link is given by = 7, while the probability that

- S c
by each of the three links comprising a deflection route mudgeflected burst is blocked at a link is givendoy- > ;_ e 7. -
be equal for circuit switching. Analogous to (2), summing the total load carried by a link

Rearranging (2) gives gives
o a @) (1-ba=(1-b)+(1—qb+(1—¢q)?b+(1—q)’b)a, (7)
1+2b— 602 +4b° — bt which after rearrangement can be rewritten as

2The Erlang B formula can be efficiently computed via the recursi _ (1-"b)a 8
E(a’c):Mforc:1,...,C,WhereE(a,0):1. a_1+2b—6bq+4bq2—bq3 (8)

ct+aE(a,c—1)



fixed-point iterative procedure as follows. For each of salve
values ofa, arbitrarily choose: and compute: via (5) based
on this arbitrary choice ofi. After this initialization phase,
computeb as well asq by solving the recursion given by
(6). Then recomputer via (8) and check if the absolute
difference between the old value af and its recomputed
value is sufficiently close to satisfy a prescribed erratecion.
These set of steps comprise one iteration. Subsequeritdtesa
are continued until the error criterion is satisfied by upugt
the value ofa according to (5). Using the values éfand ¢
computed during the final iteratiop,is determined via (9).
Based on Fig. 5, it may be tempting to consider reducing the

Carried [Erlangs]

80T — unprotected _ value of K to improve performance, however, if is reduced
— — Wavelength reservation, K=100 . . . . . .
Wavelength reservation, K=110 below 110, a kink begins to appear in Fig. 5(b) signaling the
— - Preemptive priority

—r— onset of destabilization.
90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105

Offered [Erlangs]

(a) Carried load B. Preemptive Priority

o Preemptive priority is a new approach that we propose to
protect OBS against destabilization that is based on einfprc
preemptive priority between first-choice bursts and dedlkct
bursts. With this approach, a first-choice burst is giverritet

to preempt a reservation that has been scheduled for a @efflect

] burst. Peremption is a last resort in the sense that a fisteh

g burst foremost seeks an appropriate idle wavelength.
g o . Almost all the equations presented in the preceding subsec-
g - tion treating wavelength reservation also hold for preévept
R priority. The exception is that the probability that a fickteice
“ S+ burst is blocked at a link and the probability that a deflected
107 burst is blocked at a link, which we have denotedbaasnd
—— Unprotected q, respectively, can no longer be computed via the recursion
10°® Wavelength reservation K=100 .
~ — Wavelength reservation K=110 given by (6). Instead, we compubeand ¢ as follows.
— - Preemptive priority

A first-choice burst is oblivious to the presence of deflected
-7 I I I I I I I I I I I I I I I H , H
10 ol 92 93 91 95 95 97 98 99 100 1ol 1oz 103 104 10s bursts and only perceives other first-choice bursts. lofedl

Offered [Erlangs] thatb = E(a — d, C) and
(b) Blocking probability aE(a,C) — (a — a)E(a — a,0)
_ o _ q= : - —. (10)
Fig. 5. Stabilizing a four-node symmetrical OBS network a

The numerator of (10) is equal to the deflected burst load
carried by a link, while the denominator is by definition the
It can then be verified that deflected burst load offered to a link. Taking their ratioegiv
p = 3bq — 3bg® + bg®. 9) the probability that a deflgcted _bu_rst is blocked at a Iink.
For the case of preemptive priority, we pjoand(1—p)a as
As a check, by setting = b, it can be seen that (9) reduces function ofa in Fig. 5 as an interchanging dotted/dashed line
to its counterpart (4). labeled ‘preemption’. The same fixed-point iterative prhae
There are no rigorous criteria governing the choice afescribed in the preceding subsection can be used to generat
reservation threshold. See [19] for details. Chooskigioo these plots bub and ¢ are now computed via (10).
large results in performance that is not much better than ifWe can conclude that preemptive priority may vyield
deflection was not permitted at all, while choosifigoo small marginally lower blocking probabilities than wavelengéser-
does not correct the downturn in carried load. We chalise vation. Although the benefit of preemptive priority is unre-
by iteratively incrementing its value until the mappingrfro markable for K = 110, a marked disparity is evident for
a to p appears to be one-to-one. Through trial and error, féf = 100, especially at low to moderate loads.
C = 120, we found thatK € [100,110] was a good choice. A key advantage of preemptive priority is that it is guar-
To show that wavelength reservation with a sufficiently éarganteed to stabilize deflection routing in OBS as well as
reservation threshold can correct the downturn in caredl | circuit switching and optical packet switching, though we
shown in Fig. 3, we again plgi and (1 — p)a as a function have already discussed that some attributes of preemptive
of @ in Fig. 5 as dotted and dashed lines labeled ‘wavelengphiority render it an inappropriate form of protection forazit
reservation’. The dashed line is féf = 100 and the dotted switching. Preemptive priority guarantees stability heseait
line is for K = 110. These two plots can be generated usingensures performance that is no worse than if bursts were not



deflected but simply blocked. This property is a consequeneach link to be treated as an independent birth-and-death
of the impossibility of a deflected burst to alter the fate gfrocess that is Markovian. To compute the steady-state dis-
a first-choice burst. Moreover, we know that OBS is stabteibution m; = P(X = 4), ¢ = 0,...,C, for this kind of
without deflection routing. Consequently, protecting OBighw birth-and-death process, it suffices to know the load thi it
preemptive priority guarantees stability. On the contréing offered, which is the ratio of the birth rate to the death .rate
stabilizing properties of trunk reservation are highly elegent Therefore, we must determine the load offered to each link
on the choice of reservation threshold. [ € L. The difficulty is that the load offered to a given link is
With preemptive priority, a preempted burst is not neces-function of the steady-state distributions at all othaksi
sarily blocked in its entirety. For example, a burst may euff which are unknown.
preemption at a link well after its head has been transmited We first compute the load offered to each lihk £ that is
that link. In this case, packets residing in its tail are kit owing to an arbitrary source and destination pair by assgmin
but those residing in its head are unaffected by preemptidn ar nd(1)N---Nd(N) = . We then continue by relaxing this
continue as normal. The reverse case where packets regidingemporary assumption and presenting an algorithm to caanput
its head are blocked but those residing in its tail are untdfé the load offered to each linke £ that is owing to all source
is also possible. This results in the presence of truncaiesiv and destination pairs.
and is reminiscent of burst segmentation [38]. Consider an arbitrary source and destination pair and let
A problem may arise when a truncated burst arrives at iisbe the load it is offered. Furthermore, for the sake of
destination. Although in principle it is possible to recoveclarity, assumer N d(1) N --- N d(N) = 0, which we call
packets from a truncated burst, this is complicated sintle disjointedness assumption. To begin with, supgpsead
knowledge of a truncation is localized to the intermediatden ¢; are known for all € L. It then follows that the load offered
at which it occurred. Therefore, each destination anttepato r,, € r owing to this source and destination pair is given
a complete burst with well-defined packet boundaries. Is thdy
paper, we have adopted a conservative stance by assuming tha _
it is not possible to recover packets from a truncated burst. %"~ Al =br)- (L =br ) n=1....N, (1)

An alternative would be to assume a more sophisticatadd ford,,(n) € d(n), n=1,..., N, we have
node architecture that is capable of salvaging packets &#om .
truncated burst. Although this leads to a remarkable itgea ~ “dm(m) =  %du(n)
in node throughput [38], signaling complexity also incess = a(l—by) (1 =by, )b, Bm(n), (12)
because a packet delineation protocol that includes fomcti ¢, 41 47, — 1,..., M,, where
ality to check the integrity of each packet, such as the smpl
data link (SDL) protocol discussed in [13], is essential. Bn(n) = (L = qa,(m)) - (1 = Gdpy_1 (n))- (13)
The equalitya, () = aq,,(») IS an immediate consequence of
IV. REDUCED-LOAD APPROXIMATION FOROBS the disjointedness assumption. The probability that atbars

In this section, we develop a new reduced-load approxiot blocked at the links preceding link, (n) € d(n) is given
mation to evaluate the performance of OBS networks thly G,.(n). Equation (12) concerns the intersection of three
have been stabilized with either wavelength reservation events: 1) a burst is not blocked at the links preceding link
preemptive priority. T, Which occurs with probabilityl —b,.) --- (1-b,.,_,); 2) a

Assumptions A.5 and A.6 will play a key role. They weréburst is blocked at link-,, which occurs with probability,. ;
defined and discussed in the preceding section. We will uaed, 3) a burst is not blocked at the links preceding tinKn ),
simulation to quantify the error admitted in making these twwhich occurs with probability3,,, (n). It is the probability of
assumptions. Assumptions A.1 to A.4 will also be reinvokethe intersection of these three events that is of intergsthB

The reduced-load approximation was conceived in 19¢ddependence assumption (see A.5) any two of these events
[12] for the analysis of circuit-switched networks and hagre mutually independent and thus (12) follows.
remained a cornerstone of network performance evaluation.To relax the disjointedness assumption, we need to take care
See [11], [12], [20], [21], [41] and references therein fetalls of the possibility that
on the reduced-load approximation and its many application .

In [31], [32], we presented a reduced-load approximation () =A{dr ()., dma ()} O {r, o} #0
for OBS networks where each source and destination pairbig conditioning the probability,,, (n) as specified in (14) (see
assigned a single fixed route. That is, OBS networks withounset next page). The expression given in (14) can be simglifi
deflection routing. based on the independence assumption and the following fact

At this point, it may be worthwhile recalling notation Fact 1: The conditional probability that a first-choice burst

presented in Section Il as it will be used extensively in this not blocked at link € d given that a deflected burst is not

section. blocked at that same linke r for somel € Q,,,(n) is given
by
A. Step One: Link Offered Loads P(not blocked at € d| not blocked at € r)
The first step is to decompose the network into its con- _ P(not blocked at €d) 1—g¢

stituent links. In particular, assumptions A.5 and A.6 pérm ~ P(notblockedat €r) 1—1b



Bm(n) = P(not blocked at;(n),...,d,_1(n)| blocked atr, N not blocked atry,...,r,_1) (14)

Proof: This fact holds for wavelength reservation aélgorithm 1 Calculatea;,a, Vi € £
well as preemptive priority. Its proof is elementary after e Require: b;,q, VI € L£; v/,d/(n),Q,(n) Vj € TIn =
tablishing that{not blocked at € d} C {not blocked at € L,...,N\om=1,...,MJ
r}. To establish this inclusion consider the following. With 1: a;,d4; = 0 VI € £ // Initialization
wavelength reservation, a deflected burst is not blockemlat | 2: for j € 7 do
I € difandonly if X; < K, but a first-choice burst is not 3. z =4
blocked at that same linke r if and only if X; < C. Since 4 for n=1,...,N7 do
X; < C implies X; < K, this inclusion follows immediately. s: i=rl,a=a;+x
6
7

Similarly, with preemptive priority, if a deflected burst et )

y =axb;; x =x(1 —b;);
blocked at link! € d, then X; < C, which is sufficient to for m=1,...,M7(n) do

ensure a first-choice burst is not blocked at that same link: i=di,(n);a;=a;i+y; a;=a;+y
ler. " o if i € Q7 (n) then
Based on Fact 1 and the independence assumption, (14) aan y=y(1—q)/(1-1b)
be rewritten as 11 else
P(not blocked atd; (n), .. ., dp_1(n) 12: y=y(l—q)
Pm(n) = ( ) 13: end if

P(not blocked atr,...,7,—1 € O (n))

14: end for
_ (1- le(n)) (1 - Qdmfl(")) (15) 15:  end for

[Lica,, (1 = b) 16: end for

See the appendix for details. Henceforth we relax the did?: rétum ai,a; Vie L
jointedness assumption by computifig (n) according to (15)
instead of (13). TABLE |
Let 7 be the set of all source and destination pairs. When FORMULAE TO COMPUTED; AND ¢;
we are required to distinguish between source and destinati
pairs, we will superscript existing notation withjao denote : b &
it pertains to source and destination paie 7. For example, ~NO protection - Bla, @) Effl’cl)
@ is the load offered to source and destination gai 7.  Vevelength reservation o, Dimk il )
Using (11), (12) and (15), we are able to formulate Algorithm”reemptive priority  Blwi, ©)  (aB(w,C) — wiB(w, O) /&
1, which computes the load offered to each link £ that
is owing to all source and destination pairs. The complexi'al ] A )
of Algorithm 1 is bounded byD(JL?), where.J = |.7| and efinedw; = a; — ;. It may be worth recalling that for the

L=\c| case of wavelength reservation, the steady-state ditibu
In Algorithm 1, at iteratiom of then = 1,..., N7 for-loop, 7it = P(Xi =) is computed according to the recursion

the auxiliary variabler is scaled by(1 — b;), wherei = rJ. | dimo/il, i=1,...,K,

Thus, according to (11)z equals the reduced-load offered il = (g — @) Kalm)il, i=K+1,...,C.

to link 7, that pertains to first-choice bursts of source and .
destination pairj € J. Letb = {bi}ier, a = {ahier, a = {ahier anda =
Similarly, at iterationm of them = 1,..., M7 (n) for-loop, {@i}iec. Also, let the mapping; : (b, q) — (a,a) represent
the auxiliary variabley is scaled by(1 — ¢;)/(1 — b;), where the operation of Algorithm 1 and let the mappifig (a,a) —
i=di (n),ifr; € T.{‘ ...,ri. Otherwisey is scaled byl —g;. (b, q) represent the operation of an algorithm that computes
Thus:naccording to (12) r:nd (15), equals the reduced-load!ink blocking probabilities according to the formulae show

offered to linkd?, , , (n) pertaining to deflected bursts of sourcd Table 1. This is admittedly a rather non-rigorous defonti
and destination paif ¢ 7. of g and f, but it will be sufficient for our purposes. We are

interested in finding a solutiofb, q, a, a) to

B. Step Two: Link Blocking Probabilities { (b,q) = f(a,a), (16)
Computation of the blocking probabilitigs and ¢, at each (a,8) = g(b,q).
link | € L differs according to the type of protection used Since f and g are non-linear, it is difficult to determine
to guard against destabilization and was considered fdn eat(16) has a unique solutiofb, g, a, a). It has been proved
of the three cases of no protection, wavelength reservatithvat the analogous form of (16) for circuit-switched netkegor
and preemptive priority in Section Ill. In particular, ref®@ using fixed routing does have a unique solution [21], though
(1), (6) and (10), respectively. For convenience, we prexad it is well-known that multiple solutions are possible for
brief summary of the formulae used to computeandg; for circuit-switched networks using deflection routing. Wecdiss
each type of protection in Table I, where for brevity, we havgolution uniqueness in the next section.



Presupposing that a solutigi, q,a,a) for (16) does in- where
deed exist, it may be determined via Algorithm 2. Algorithm
2 is a fixed-point iterative algorithm which terminates once '
b and q satisfy a prescribed error criterion and are thus B, +1(n)
said to have converged to a fixed-point. Fixed-point iteeati (1=0bp) (1 =bp,_)br, Brr, +1(n). (18)
algorithms have been used prevalently in the context of the ) .
reduced-load approximation. See [11], [20], [41], [31]2]3 AS @ check, comparing (18) with (12) reveals that
[42] for various examples. Although convergence of thisdkin®dar, 11(n)/@ = 7n, @S expected. Using this relation, we
of algorithm is not a certainty, divergence is rare in pigeti €0 Computép within Algorithm (1) simply by initializing
and can often be overcome by periodically re-initializinghw ?’ = 1 for all j € 7 and executing the following operation
a convex combination of the most recent iterations. immediately after line 14

= P(not blocked at; ...r,_1)P(blocked atr,,)

X

pj (_pj - 5
Algorithm 2 Calculateb;, q; VI € £ a’
Require: €; c¢1,co > 0 such thate; + ¢ = 1; as well as the following operation immediately after line 15
v/ di(n), Q. (n)VjeTn=1,...,NJ 4 Lo
L b =1.q=1Vle L/ nitialization Py -
2: by = 0,¢; = 0 VI € £ /] Initialization Recall that: andy are auxiliary variables defined in Algorithm
3: while 37 € £ such thatl, — bj| > e or|g —gq)| >edo 1
4 for /l € L do / o Finally, we let P denote the average blocking probability
5 bl/ =i+ C2bz/ /I' Convex combination across all source and destination pairs, which is compued a
6: q, = c1b; + caq -1
7:  end for , o
8 b ={bheei d = {q/hee p=(>a| Y @y (19)
9:  (a,a) =g(b',q’) /l Algorithm 1 =Y jeg

10.: (b,q) = f(a,a) // Update link blocking probabilities

g In concluding this section, we remark that our reduced-load
11: end while

approximation can be straightforwardly extended to any SOC
routing policy that can be represented with an augmentetg rou
In Algorithm 2, the error criterion is denoted as> o tree. To realize this extension, we would use the recursive

and the outdated values &f and q are denoted ab’ and @pproach outlined in [8], [25], [30] to compute the probaypil
q', respectively. Furthermore, the coefficients used to formtBat a blocking or completion route of an augmented route

convex combination of the two most recent valuebaindq {ree is used given that the load offered to each link is known.
are denoted by, c» > 0, wherec; + co = 1. This approach relies on a recursion that is commonly used

in the field of system’s reliability analysis. Although the

computational complexity of this recursion may be highaihc

simplified for SOC routing, as remarked in [30]. (In writing

(12), we have in fact implicitly used the simplification alkd
Given thath; andg; are known for all € L, it is possible to to in [30].)

compute the end-to-end blocking probability for each seurc This extension would allow us to study policies where more

and destination pair. Lep’ denote the end-to-end blockingthan one deflection is permitted per header or deflectioms fro

probability for source and destination pdiE 7. deflection routes are permitted. We have chosen not to pursue
For the moment, we suppress the supersgriahd thereby this extension because we have simulated policies in which

consider an arbitrary source and destination pairnl.gbe the multiple deflections are permitted per header and obsemed a

probability of the intersection of the following three et®n unremarkable improvement. See the conference versionsof th

1) a burst is not blocked at the links preceding link which paper for empirical results substantiating this claim.

occurs with probability(1 — b,.,)--- (1 — b.,_,); 2) a burst

is blocked at linkr,,, which occurs with probability,. ; and, V. EMPIRICAL PERFORMANCEEVALUATION

3) a burst is not blocked at linké, (n), ..., d, (n), which

occurs with probability3y,, +1(n). Note that the+1' appears

C. Step Three: End-to-End Blocking Probabilities

In this section, we will use simulation to quantify the error

_ . A g o admitted in making assumptions A.5 and A.6. We will then use
i Gar,+1(n) to annihilate the ~1" appearing in its definition, - requced-load approximation to evaluate the performanc
which is given by (13), otherm;_e, without thel_, dar,, (1) of deflection routing in randomly generated networks. Inpar
would be missed. It can be verified that a burst is not blockegd ,jar with respect to average blocking probability, eis
if and only |T: 1) all three_of these events_occur for SOMEiven by (19), we will compare the performance of unprotecte
n=1,..,N;or 2)aburstis notblocked atlinks,....”~.  geflection routing and deflection routing protected wittheit
Therefore, we can write wavelength reservation or preemptive priority.

N Unless otherwise specified, all the results presented # thi

p=1—(1—=by)(1—bpy)— Z Vs (17) Section pertain to networks that have been randomly gesterat
according to the specifications shown in Table Il, where

n=1
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TABLE I 04

SPECIFICATIONS OF RANDOMLY GENERATED NETWORK — ’L\‘Jgpdrzftf;‘gc””
0.31 Wavelength Reservation

Parameter Value - Preemptlve prlonty
Number of source and destination pairsJ = 50 021
Number of links L =30
First choice route hop-count N ~ U[1,4] _
Additional hop-count k ~ U[L, 8] %
Reservation threshold K, =0.8C;| V€L %

©

o

Ula, b] denotes the discrete uniform distribution taking value
on the integersi,a + 1,...,b. The parameter referred to a
additional hop-count and denotedram Table Il needs further
clarification. It governs the total hop-count of each deitect

routed(n), n =1..., N, which we have already denoted a _,;|. ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
0.15 0.155 0.16 0.165 0.17 0.175 0.18 0.185 0.19
M,,, so that Offered [Erlangs]

My, =N-n+#r, n=1....N. (20) Fig. 7. Relative error in estimating blocking probabilityafunction of load

. . . offered to each source and destination pair for a randomlgmgéed network;
Computing the total hop-count of a deflection route aCC@d'Qonfidence intervals are commensurate to one standard deviati

to (20) ensures that the hop-count of a deflection route is at
least no less than the hop-count of its corresponding first-
choice route. This is usually the case (but not always) ibminal value ofa for which dimensioning was performed.
practice, since ifM,, < N for somen = 1,...,N, itis The results for one particular random network are shown in
probably preferable to us#(n) as a first-choice route insteadFig. 6 and Fig. 7, where RLM and SM denote our reduced-load
of r, unlessd(n) traverses links that are heavily congested.approximation and simulation, respectively. In particulae

An algorithm to generate a random network takes thslot P as a function ofz in Fig. 6 for unprotected deflection
parameters shown in Table Il and returns thelordered sabsiting, wavelength reservation and preemptive priorfy.
r/ andd’(n) for j = 1,...,J andn = 1,...,N’. We do serve as a benchmark to gauge the performance gains of
not specify details of such an algorithm as it would take ugeflection routing, we also plaP as a function ofz for no
too far afield. However, we remark that no bias was givefeflection routing. In Fig. 7, we plot relative error as a fiimic
to any particular link or source and destination pair in ouwf g for each of these cases, where relative error is defined in
implementation of this algorithm. _ the usual way as

To reduce the number of free parameters, we asstimea
for all j € J. Once the ordered setdé andd’(n) have been
generated, we provision capacity based on an iterativastieur P as computed by SM
that aims at achieving a target link blocking probability of the conclusions to be drawn are:
10—2 for a nominally chosen value af. At each iteration
of this heuristic, our reduced-load approximation is used
to compute the link blocking probabilities for the current
wavelength vecto(C;),c.. Then for each link € L, if

P as computed by RLA— P as computed by SM

o Unprotected deflection routing may destabilize OBS.
Destabilization may result in higher blocking probabili-
ties than if bursts were not deflected but simply blocked.

« Destabilization manifests at loads that are considered

(a1 — )b + qua <~ 102 moderate to high in the context of OBS. In particular,
a ’ loads that are commensurate to an average blocking

the current value of; is incremented by unity, otherwise probability that is greater than or in the order I6f 2.

it is decremented by unity. This completes one iteration. We At low loads, unprotected deflection routing may vyield

stop iterating as soon as all link blocking probabilitieg ar better performance than protected deflection routing.

sufficiently close tal0—2. Although this provisioning heuristic However, the converse is true at high loads. It follows
does not ensure link blocking probabilities will convergeat that protection may be counterproductive for an over-
prescribed target, it turned out to perform well for mosttod t provisioned network. According to this observation, it
networks we studied. Unless otherwise stated, we aimed at seems reasonable to dynamically activate/deactivate pro-
selecting a nominal value af that resulted iy, . C;/L = tection, or adjust the reservation threshold in the case
30. of wavelength reservation, on an hourly or daily basis in

To quantify the error admitted in making assumptions A.5 accordance with anticipated load conditions. In particula
and A.6, we generated several random networks and used our during busy periods, protection would be activated to
reduced-load approximation as well as simulation, whichksdo guard against destabilization, while during quiet perjods
not rely on these two assumptions, to compute the average it would be deactivated to improve blocking performance.
blocking probability for several values @f The values ofa « Preemptive priority consistently yields better blocking
were chosen to lie uniformly in an interval centered abost th  performance than wavelength reservation.
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Fig. 6. Blocking probability as a function of load offered ¢ach source and destination pair for a randomly generatedbrietconfidence intervals are
commensurate to one standard deviation

« In terms of blocking performance, deflection routing iselied on indirectly computing blocking probability, as has
a viable approach of resolving wavelength contention e corresponding value af as a function of the load offered
OBS. At low loads, it may yield reductions in blockingto alink, rather than explicitly computing blocking probability
probability of more than one order in magnitude comas a function ofa. However, this indirect approach does not
pared to no deflection. generalize to asymmetric networks.

« The accuracy of our reduced-load approximation deterio- For unprotected deflection routing, we occasionally found
rates for the case of unprotected deflection routing. Thisat Algorithm 2 failed to converge or periodically cycled
inaccuracy may in fact be a consequence of the difficulpetween multiple fixed-points. Cycling was quite rare and
in accurately simulating unprotected deflection routinglisappeared as soon as sufficient protection was added. We
As we alluded to earlier, using simulation to predict norspeculate that cycling and divergence of Algorithm 2 is
stationary behavior associated with unprotected deflectiprobably closely tied to the fact that (16) may have multiple
routing may yield unpredictable results. Furthermorgolutions. This issue is specifically discussed in the carge
since the amount of deflection is greatest for the case hvelength reservation in the conference version of thieepa

unprotected deflection routing, it is this case that vidlate o conclude this section, we study the sensitivity of block-
the Poisson assumption (see A.6) the most. In particuly{g performance to two effects: variation in the hop-couft o
the variance of the load offered to a deflection route ffeflection routes; and, variation in the wavelength resima
alwa)_/s larger than its mean, which is not the case f@f;eshold. We study each of these two effects independently
a Poisson process. Apart from the case of unprotectggl considering two experiments where we vary the additional

deflection routing, our reduced-load approximation ifop-count parameter and the wavelength reservation thresh-
remarkably accurate. Therefore, assumptions A.5 and Ay f, respectively.

do not admit significant error. To this end, we generated 20 random networks and di-

To plot P as a function ofa, we repeatedly used ourmensioned each of them independently based on the heuristic
reduced-load approximation to explicitly compute a uniquéescribed earlier in this section. Using our reduced-load a
value of P for each given value ofi. However, this presup- proximation, we then computed as a function of for a fixed
poses that the mapping from to P is one-to-one, which value ofa and P as a function ofz for different values ofK.
we know may not be the case for unprotected deflectid® separate spurious randomness from underlying trends, we
routing. Therefore, results pertaining to this case must B¥eragedP over all 20 random networks. We pldt as a
viewed with some caution as they may reflect the ‘averag@inction of » in Fig. 8 andP as a function ofz for different
blocking probability over multiple stable equilibria thexist Vvalues of K in Fig 9.
in steady-state. Recall that there were three stable bgaili Based on Fig. 8, we conclude that unprotected deflection
evident in the four-node ring network studied in Section Illrouting is highly sensitive to hop-count variation. ThigHni
The approach we used to identify these three stable edailibsensitivity may have ramifications if rerouting is perfo{&
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APPENDIX
In this appendix, the details of simplifying the expresdian

Bm(n) from (14) to (15) are shown (see sideways inset). The

second equality is becausg ¢ di(n),...,d,—1(n) by def-
inition, while the third equality is an immediate consequen
of Fact 1.
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